
Overview of free-text to concept conversion 
for semantic search

 projects 
 

most with a focus on finding EMRs, 
for clinical-trial cohort selection …



As a Knowledge-Engineer / Research-Programmer, 
I have had a few related projects:

● Early concept based search work:
○ Brightware/Mindbox.com: company split in two to focus on this (no visuals for this)

■ Helped design & made first install of automated email answering system used at a national scale
■ CBR match of concepts, with rules that matched on the concept hierarchy
■ Returned associated templates filled with info for the person and type of info on what queried

● Later biomedical concept based search work:
○ rctbank.UCSF.edu: 

■ A Practical Method for Transforming Free-Text Eligibility Criteria into Computable Criteria
● Focused on free-text to the query, to start

○ AlohaHealth.net: Matching subjects to study criteria
■ UCSF contact started his second clinical-trials based company
■ We do the concept based search, but focus using weights vs query logic

○ ncsa.UIUC.edu pilot study to improve nlm.nih.gov’s SemRep from PI now at the iSchool
■ follow on and other-work around data management framework with flexible metadata

● used for faceted search of metadata, discovery & matching for use
○ which could still benefit from NER/dedup/etc

https://web.archive.org/web/20180330162538/http:/rctbank.ucsf.edu/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3129371/
https://web.archive.org/web/20100624070815/https:/bmir.stanford.edu/publications/view.php/a_practical_method_for_transforming_free_text_eligibility_criteria_into_computable_criteria


A Practical Method for Transforming Free-Text Eligibility 
Criteria into Computable Criteria

UCSF&Stanford-BiomedInfoResearch

method

computable 
form

https://sites.google.com/site/humanstudyome/home/ergo/ergo_algorithm
https://sites.google.com/site/humanstudyome/home/ergo
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3129371/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3129371/
https://web.archive.org/web/20100624070815/https:/bmir.stanford.edu/publications/view.php/a_practical_method_for_transforming_free_text_eligibility_criteria_into_computable_criteria
https://web.archive.org/web/20180330162538/http:/rctbank.ucsf.edu/
http://hdexplore.calit2.net/hdedirectory/name/ida-sim-_/
https://web.archive.org/web/20100624070815/https:/bmir.stanford.edu/publications/view.php/a_practical_method_for_transforming_free_text_eligibility_criteria_into_computable_criteria
http://ideational.ddns.net/b/uic/talk/ucsf/


The Eligibility Rule 
Grammar and 

Ontology (ERGO)
● Input text transformed to connected instances 
● These in/ex-clusion descriptions turned to queries

○ That would need annotated EMRs for search

● I iteratively worked on the code for the algorithm
○ comparing it’s likely instance matches
○ with the hand scoring of the parts
○ till we could get most of the 1k statements

http://ideational.ddns.net/b/uic/talk/ucsf/ea_andOr.png


Examples using Protege 3.5 at: 
sites.google.com/site/humanstudyome/home/ergo 
of concept annotated in/ex-clusion criteria

● Learned many things along the way
○ enjoyed quality of NLM’s metamap
○ needed some pre/post processing

● for the follow on searching tagged EMRs
○ importance of types of concept matches

■ by order of importance &/or
■ weighting the concept matches

● Pitched tagging EMR’s so that radiologist 
could get feedback on their diagnosis.  
○ had some i2b2 work on it
○ kept up with the datacenter group lead 

■ who is the CEO of our startup
■ where we search for trail cohorts

http://ideational.ddns.net/b/uic/talk/ucsf/example.png
http://ideational.ddns.net/b/uic/talk/ucsf/
https://protege.stanford.edu/download/protege/3.5/installanywhere/Web_Installers/
https://sites.google.com/site/humanstudyome/home/ergo


In startup 
with friend 

from
UCSF
Rob

Wynden
to 

continue 
this work.

It’s called
 

Aloha
Health

.net

add
 

from
EMRs

had

http://alohahealth.net/clinical-sites.html
http://ideational.ddns.net/b/uic/talk/ahn/
https://www.linkedin.com/in/robwynden/
https://www.semanticscholar.org/author/Rob-Wynden/3042679
http://alohahealth.net/team.html
http://alohahealth.net/team.html
http://alohahealth.net/team.html
http://alohahealth.net/team.html


● We have python code for the annotation and matching score
● along with, first SPARQL then neo4j’s cypher query abilities

○  where you can interactively explore a site’s patients

● Patient’s concept match weighted
○ by the part of the study/ EMR 

that the concept comes from
○ type of concept matched

● Less ERGO like annotation logic, and more weighted concept sets

● Score annotation matches of
○ study criterion against
○ a set of EMRs at a site
○ to return a cohort

https://github.com/KensingtonLanguageSystems/
http://alohahealth.net/team.html


● Part of a demo using a cypher query in the neo4j GUI
○ showing shared concepts between a trail and a patient
○ that will get weighted and ranked by other code

trail patient
common 
concepts

http://ideational.ddns.net/b/uic/talk/ahn/demo.txt


=>
Got pilot grant 

to help 
ex NLM staff 

now with a lab 
at the iSchool, 

who is 
continuing the 
SemRep work

https://github.com/janinaj/semrep-py
https://ischool.illinois.edu/people/halil-kilicoglu


SemRep goes 
beyond NER of the 
entities to include 

finding the 
relationships 

between them

which can be 
viewed in the

 brat rapid 
annotation tool

https://brat.nlplab.org/examples.html


The follow on for the pilot: RCTCheck
LM Model+Clowder data management

Randomized Controlled Trials (RCT)s
● Can suffer from poor reporting quality
● Problems with design, execution, or reporting of the 

trial process can lead to unreliable finding, 
excessive cosad, and potentially harm to patients

CONSORT: Consolidating Standard of Reporting Trials
SPIRIT: Standard Protocol Items: Recommendations for 
Interventional Trials
To help journals enforce/verify: LM Model starting with 
PubMedBERT, trained on a PubmMed dataset

Many applications: 
SemRep annotated MEDLINE      

https://www.linkedin.com/in/lan-jiang-82b703193/
http://ideational.ddns.net/b/uic/talk/uiuc/rctcheck/


Biomed free-text conceptual annotation, applications: 
UCSF: to make a conceptual query; AHN adds tagged patients; UIUC relationship tagging

UCSF: Annotated in/ex-clusion criteria, but the connection logic of the query was not fully automated
● I used MMTx & Metamap, and got the source to be posted at NLM; So I could more easily alter the algo
● Didn’t use early SemRep; Started with NLP libs to get the Noun_Phrases, modifiers/connection/etc.

Aloha Health: has looser concept connections, but includes patients, and contextual weights
● Use our own code for UMLS (SNOMED/Radlex/..) annotations of the criterion and EMRs and matching
● I would like to get back to extending open algorithms/code, on a live data warehouse  

UIUC: easier to use SemRep allows for easier text to Knowledge-Graph, and maybe structured queries
● There is some of the easier code-base and the related NER extensions that I would consider using now 
● The pilot grant did go forward using the data management clowderframework.org: RCTCheck

○ I extended the framework with the ability to make the datasets discoverable
○ Also used it for a PoC for GeoCODES data & tool: discovery, matching & use; informing it’s V2

 

UIC: Hoping to learn more about the potential range of the role today  

https://sites.google.com/site/humanstudyome/home/ergo
http://alohahealth.net/team.html
https://mbcode.github.io/
https://clowderframework.org/
http://isda.ncsa.uiuc.edu/~mbobak/sd/EC_GC.pptx.pdf
https://www.earthcube.org/geocodes
https://agu.confex.com/agu/fm22/meetingapp.cgi/Paper/1177772
https://ccts.uic.edu/


Questions (now)
&

I have some more slides that I made after the pilot grant 
that I could go through

and 
have more on FAIR (meta)data storage, search, and 

matching for use
in other slide sets too

The pilot grant did go forward using the clowder-framework; which I extended to make 
it’s datasets more discoverable, and could benefit from another FAIR dataset 
discovery & use application of mine as well

https://github.com/MBcode/is/wiki
http://isda.ncsa.uiuc.edu/~mbobak/sd/EC_GC.pptx.pdf
https://agu.confex.com/agu/fm22/meetingapp.cgi/Paper/1177772
https://www.earthcube.org/geocodes


NCSA faculty fellowship 
(pilot grant) with iSchool 
on turning free-text into 
Knowledge-Graph triples

Mike Bobak



NCSA faculty fellowship with iSchool 2021-2022
● Takes free-text to Knowledge-Graph triples (entities & relationships between them)

● Takes work of the professor from nlm.nih SemRep and get an easier to maintain port

● Started in a collection of languages incl. Prolog, then Java port, now in Python

● Has already helped in putting in for a NIH grant to take the work even further

● Makes use of NLM’s MetaMap-Lite (MML) which does the Named-Entity-Recognition

● Then sets of rules are used to find relationships between the entities

● MML matching ability generated from any ontology, with synonyms in each class

● Also an aim to make it easier to generalize beyond the biomedical domain

https://ischool.illinois.edu/people/halil-kilicoglu
https://lhncbc.nlm.nih.gov/ii/tools/MetaMap/run-locally/MetaMapLite.html
https://en.wikipedia.org/wiki/Named-entity_recognition


I worked on:

● Getting the java then python code bases running on a new machine, update everything to python3

● Started some simple logging, to: catch errors, test for changes in output
   incl. some in brat format to more easily view the parse/relationships within the sentences

● Move away from socketed connections to either local calls or REST based service calls
or
Move services either to REST based calls, or to local execution.

● Updated process to pull synonym references from ontologies for NER in other domains
○ Updated python code to produce datafilebuilder input and run that into metamap
○ also found a simple python library to pull then match from an ontology

● Use of owlready2.pymedtermino2 for concept relationship [/ subsumption] tests

● Some looking at further work
○ List of next steps / use in possible grants, one of which is now active using clowder storage

https://brat.nlplab.org/examples.html
https://owlready2.readthedocs.io/en/
https://owlready2.readthedocs.io/en/latest/pymedtermino2.html
https://clowderframework.org/


Motivation: of machine interpretability of knowledge from free-text 
Things-not-strings via: free-text -to-> Knowledge-Graph triples (entities w/relationships)
 helps achieve achieve the goal of machine-interpretability [KGs need connected things]

blog.google/products/search/introducing-knowledge-graph-things-not

Introducing the Knowledge Graph: 
things, not strings

1. Find the right thing   Language can be ambiguous

2. Get the best summary  With the Knowledge Graph, Google can better understand your query

3. Go deeper and broader
Finally, the part that’s the most fun of all—the Knowledge Graph can help you make some unexpected discoveries.

https://blog.google/products/search/introducing-knowledge-graph-things-not/


There are several 
application areas for 
machine interpretable 
knowledge

e.g.



Named-Entity-Recognition & Linking

wikipedia.org/wiki/Capital_city_of



Knowledge-Graph triples are made of  URI/things,  
w/some literal objects

wikipedia.org/wiki/France
wikipedia.org/wiki/Capital_city

wikipedia.org/wiki/Paris

literals are eg. text numbers, or any xml type; but can only be in terminal Objects
dbp:Paris dbp:Population 2161000^^xsd:int



We use MetaMap-Lite for Entity-Linking
How it works:
●  input text -> 

● sentence/line segmentation ->    tokenization ->    part-of-speech tagging ->

●         token window generation ->        term normalization ->

●             concept dictionary lookup ->

●               negation detection ->

●          result presentation



Example MML match:

 "Papillary Thyroid Carcinoma is a Unique Clinical Entity"
    "Papillary Thyroid Carcinoma is a Unique Clinical"
    "Papillary Thyroid Carcinoma is a Unique"
    "Papillary Thyroid Carcinoma is a"
    "Papillary Thyroid Carcinoma is"
    "Papillary Thyroid Carcinoma"   --> match
                                "is a Unique Clinical Entity"
                                "is a Unique Clinical"
                                "is a Unique"
                                "is a"

                            "is"
                                   "a Unique Clinical Entity"

   "a Unique Clinical"
   "a Unique"

                                   "a"
         "Unique Clinical Entity"

     "Unique Clinical"
     "Unique" --> match
            "Clinical Entity"
            "Clinical" --> match

                                            "Entity" --> match



Entity Linking 
output to the 
brat rapid 
annotation 
tool



 

Expanding Beyond BioMedical domain

Ontologies with predicate hasExactSynonym, 
w/literal objects being that text that can be harvested 
to make MML handle new domains.

I plan to use it for GeoCODES, & can think of many others it could be used in

https://github.com/MBcode/is/wiki


● Get the java then python code bases running on a new machine, update everything to python3
● Start some simple logging, suggest use to catch errors, test for changes in output

   incl some in brat to more easily view the parse/relationships within the sentences
● Move away from socketed connections to either local calls or REST based service calls.
● Update process to pull synonym references from ontologies for NER in other domains
● Use of owlready2.pymedtermino2 for concept relationship tests

https://isda.ncsa.illinois.edu/~mbobak/ 
for February-June:

● Process/documentation for regular UMLS updates
o Metamorphosys
o Can we rely on MetaMap Lite files?

● Process/documentation for adapting MetaMap Lite to non-UMLS vocabularies/ontologies
o What is required in the vocabulary/ontology? What is good-to-have?
o Data File Builder
o Tips/tricks

● Overall infrastructure
o Should we consider running MetaMap Lite and other server processes in a different way? 
o Logging 
o Unit tests
o Serialization/deserialization

https://brat.nlplab.org/examples.html
https://isda.ncsa.illinois.edu/~mbobak/


after this, extra slides,  this is just a very rough, 1st draft

gives you some feel of possible software reuse, and some of my other 
more recent projects

http://isda.ncsa.uiuc.edu/~mbobak/sd/EC_GC.pptx.pdf


 

Clowder is used in the pilot follow on NIH grant &I will annotate this EC free-text too

https://www.earthcube.org/geocodes
http://isda.ncsa.uiuc.edu/~mbobak/sd/EC_GC.pptx.pdf




Clowder organization
● One space per data-facility
● Datasets hold metadata 
● Also a Resources space:

Allows for
● dataset & tool search
● metadata/annotation 
● linking out to get the data
● & sometimes (assoc) tool/s



Clowder search results & a result’s metadata(tab) tree listing



Later EC to future work:
● Linking data with tools ..
● Automatic launching of tools with data
● From search to use in a NoteBook
● Search on map & in NoteBook
● Search enhanced w/NER & more, see:
● https://mbcode.github.io/ec 
● Getting these benefits in clowder via:

○ triple store sync with clowder
○ embedding science on schema
○ DCAT as a superset/furthering the 

gateway from schema.org to real 
science descriptions

https://agu.confex.com/agu/fm22/meetingapp.cgi/Paper/1177772
https://mbcode.github.io/ec


Faster time to science
via metadata use
to get more

resources

Can take questions later: @Mike Bobak 



https://agu.confex.com/agu/fm22/meetingapp.cgi/Paper/1177772


extra slides

https://docs.google.com/presentation/d/1nvq9TNEycY-UpfHAdupv1-UPHip6BALARgAzuikKPew/






Biomed free-text conceptual annotation, applications: 
UCSF: to make a conceptual query; AHN adds tagged patients; UIUC relationship tagging

UCSF: Annotated in/ex-clusion criteria, but the logic of the query was not fully automated
While I used MMTx and Metamap while at UCSF, including asking for the source to be posted at NLM; 
So I could more easily alter the algorithm. I did not get to try to make use of the early versions of SemRep; 
As I was already using NLP libs to get the Noun_Phrases and some of the other modifiers/connection/etc.

Aloha Health: has looser concept connections, but includes patients, and contextual weights
Now also seeing the UMLS (SNOMED/Radlex/..) annotations of the criterion and EMRs, using a private 
algorithm;  I would like to get back to extending open NLM and other packages, on a data warehouse 
that I could get to know better.  

UIUC: easier to use SemRep allows for easier text to Knowledge-Graph, and structured queries
Given the pilot grant I worked on with the SemRep author and his grad student, there is some of that 
and the related NER extensions that I looked into, that I would also consider trying to make use of now 
The pilot grant did go forward using the clowder-framework; which I extended to make it’s datasets more 
discoverable, and could benefit from another FAIR dataset discovery & use application of mine as well
 

UIC: Hoping to learn more about the potential range of the role today  

https://sites.google.com/site/humanstudyome/home/ergo
http://alohahealth.net/team.html
https://mbcode.github.io/
http://isda.ncsa.uiuc.edu/~mbobak/sd/EC_GC.pptx.pdf
https://agu.confex.com/agu/fm22/meetingapp.cgi/Paper/1177772
https://www.earthcube.org/geocodes
https://ccts.uic.edu/


Get a (range of) possible match/es for each criterion at a site

AlohaHealth.net
 skip this slide 

and possible sites to contact for a particular trial

http://alohahealth.net/
http://alohahealth.net/

